SAP HANA Platform in the Data Centre

Mahmoud AL-Hosni
Senior Solution Lead — SAP HANA Platform

April 14t 2015




Disclaimer

This presentation outlines our general product direction and should not be relied on in making a
purchase decision. This presentation is not subject to your license agreement or any other
agreement with SAP. SAP has no obligation to pursue any course of business outlined in this
presentation or to develop or release any functionality mentioned in this presentation. This
presentation and SAP's strategy and possible future developments are subject to change and may
be changed by SAP at any time for any reason without notice. This document is provided without a
warranty of any kind, either express or implied, including but not limited to, the implied warranties of
merchantability, fithess for a particular purpose, or non-infringement. SAP assumes no responsibility
for errors or omissions in this document, except if such damages were caused by SAP intentionally
or grossly negligent.



- SAP HANA Appliance & Platform Overview
+ S/4 HANA & BW on HANA Overview.

- S/4 HANA & BW on HANA Sizing.

- SAP HANA in the Data Centre



SAP HANA Appliance
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SAP HANA scalability meT

Scales from very small servers to very large clusters e——

« SAP PAM / SCN is updated with the certified configuration
based on Intel Ivy Bridge 15 Core CPU

&

Single Node Scale Out Cluster
128GB — 6TB from all partners For > 12TB

12TB recently certified.



S/4 HANA Sizing Guideline

2 Running the ABAP Script on current production system.
1 Sizing Formula based on the actual Database size in production.

1 Application Tier Sizing.

SAPd



SAP HANA Enterprise Readiness

Tailored Data Center Integration

Systems Deployment Options - MTDC
Backup / Recovery
HA & DR Solutions

Virtualization with VMware

o O O O 0O O

System Monitoring

SAPd



SAP HANA tailored data center integration o

Differentiating Capabillities

SAP HANA appliance delivery

Fast Implementation
Support fully provided by SAP

Application * Solution validation

o HANA gzﬁzﬁg done by SAP and
Server System partner

Virtualization )

= E E— * Preconfigured

N sorage | N— hardware set-up
— - « Preinstalled

software

SAP HANA tailored
data center integration

More Flexibility and Responsibility
Save IT budget and existing investment

HANA E
Server
Customer aligns with the _J

hardware partner on individual B W m [ Network
Support model Shared Network

Enterprise Storage
Storage

Virtualization

Installation and validation needs
to be done by customer |

Server

Certified Storage Arrays only.



SAP HANA Enterprise Readiness

Systems Deployment Options
= Joined with SAP NetWeaver Application Server.

= Relaxed Configuration for HANA Non—Production.
= MTDC

SAPd



Joined SAP HANA and SAP NetWeaver mEn
ABAP Application Server and HANA Database on one hardware | '

SAP HANA and SAP NetWeaver AS ABAP deployed on one server is a multi-component,
resource and cost optimized deployment approach

/ SAP HANA \ / SAP HANA \

Server

SAP HANA
System

SAP HANA

System

A\, v/
Separated SAP HANA and SAP NetWeaver AS
deployment approach deployed on one server
42 Hardware resources isolated 4= Cost optimized approach

Separate hardware == Shared Memory and CPU resources



Relaxed HW Specifications for Non-Production b, 4

Notes:
Hardware still from PAM or ICC

o SAP Product Availability Matrix or
http://scn.sap.com/docs/DOC-52522

Non-prod: Sizing flexible
o Instances can be combined
o SoH layouts can be used for BW

Intel Xeon E7 Westmere Ex (E7-x8xx v1) or Ivy Bridge
EX (E7-x8xx V2)

Intel Xenon E5 - (E5-26xx v2/v3, min. 8 cores);
2 socket, up to 1.5TB; scale-up only
128 GB of RAM to
Maximum memory supported on the box
Size: 2x Memory - Any local storage or shared storage w/ standard
disk on proven file systems

GPFS (IBM only),
NFS or XFS w/ Raid 0 and above

Standard networking components

SUSE Linux 11.x or Red Hat 6.5

Virtualized or Bare Metal


http://service.sap.com/pam
http://scn.sap.com/docs/DOC-52522
http://scn.sap.com/docs/DOC-52522
http://scn.sap.com/docs/DOC-52522
http://scn.sap.com/docs/DOC-52522

SAP HANA Multitenant Database Containers Bian

Overview

SAP HANA multi-tenant database containers (MDC) AS ABAP Any Application
Connect to: Connect to:
HAN.DB’A’ HAN.<port>
Support for multiple tenant containers within a single system database A
Address common MCOD scenarios (e.g. ERP-CRM-BW, QA/DEV) SID: HAN
Additive sizing for all tenant database D
Tenants memory sizing and CPU consumption can be configured
independently

Clear separation of application data and user management 3
One HA/DR setting for a SAP HANA system: all tenants are included in a HA/DR HANDE B

scenario

-




SAP HANA Enterprise Readiness

1 Backup / Recovery



SAP HANA Backup and Recovery (—* |
Memory =» Disk = Backup p a _________________

SAP HANA database Data & Logs Backup

[ Memory | . SAP HANA studio
* SQL commands

Savep()int COMMIT * DBA COCkpit
* Certified Third party tools

» Storage Array Snapshot through HANA Studio

Data Area

Log Area

(disk)

(disk)

Data %ackups Log Backups
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SAP HANA Backup R—
Backup in SAP HANA Studio —«d

R —

File Edit Mavigate Project Window Help

BT B TR it e - Quick Access

Backup Progress Information

Fa Systems 2 = o @ B B ) .
= §§ - = = = Backup is running - 3 of 4 services finished successfully
4 = prod
4 [E5 020 (BOB) New production
& = Transport Management
[=

lu252616

Specify Backup Settings Statistics Server o
Add System... Execute Data Backup Finished
= Add System Archive Link... Specify the information reguired for the data backup XSEngine
(A Estimated backup size: 860,23 MB. 9

. a Add Additional User... Execute Data Backup Finished

5

= test Administration Backup Type alCompIe‘te Data Backup Index Server I

System Replication... Execute Data Backup In Progress
Open Security

Back Up...
Storage Snapshot... Backup Destination
Recowver... The default destination is used unless you specify a different destination. If you

Lifecycle Management specify a new destination, ensure that the directory already exists. For improved
Open Memory Overview data safety, it is recommended to specify an external backup destination.

Open Resource Utilization Backup Destination Jfusr/sap/020/HDB20/backup/data

Start... Backup Prefix COMPLETE?DATA?BACKUP{ 1
Stop...

Restart...
i MNote that the customer-specific changes to the SAP HAMNA database Cancel Backup

Belele D=k configuration are not saved as part of the data backup.
Refresh F5 More Information: SAP HANA Administration Guide

Destination Typeﬂl File - |

Mame Server I} [
Execute Data Backup Finished

Log Off

SQL Console
Find Table

Properties Alt+Enter
<l

f& 020 (BOB) ] | Finish |




SAP HANA Backup and Recovery
Third Party Tools Certification

Vendor Certified Backup Tool Support Process

Symantec NetBackup 7.5 SAP Note 1913568
IBM Tivoli Storage Manager for Enterprise 6.4 SAP Note 1913500
Commvault Simpana 10.0 SAP Note 1957450
HP Data Protector 8.0 SAP Note 1970558
EMC Data Domain SAP Note 1970559
EMC Networker 8.2 SAP Note 1999166
SEP Sesam 4.4 SAP Note 2024234

This sentati outlin neral product direction and should not be relied on in making a purchase decision. This pre: mat\on is nut subject to your license agreement or any other g ement with SAP. SAP has obligation to pur: any course of business outlined in this presentation or to develop or release any functionality mentioned in this presentation. This presentation and SAP's strategy and
p h\ f I | elo p re subject to change and may be changed by SAP at any time for any reason W\th ut notics Th dos entis provided without a warranty of any kind, either express or implied, includin g b t not limited to, th p\ ed warranties of merchantability, fitness for a particular purpose, or non-infringement. SAP assumes no responsibility for errors or omissions in this document,
cept if st h damages were causec d by SAP intentionally or grossly negligent.


https://service.sap.com/sap/support/notes/1913568
https://service.sap.com/sap/support/notes/1913500
https://service.sap.com/sap/support/notes/1957450
https://service.sap.com/sap/support/notes/1970558
https://service.sap.com/sap/support/notes/1970559
https://service.sap.com/sap/support/notes/1999166
http://service.sap.com/sap/support/notes/2024234

SAP HANA Backup and Recovery =

Destinations for backups el

Storage snapshots as backups
SAP HANA also supports the creation of storage snapshots, which can later be used for recovery

_ SAP HANA
Using SAP HANA studio, prepare the studio @ Confirm storage
database for the storage snapshot. snapshot
Technically, this creates an internal data €D Prepare|database
snapshot

Using the storage tool, create a storage
snapshot of the SAP HANA data area w

In SAP HANA studio, confirm the storage g
snapshot as successful. An entry including SAP HANA Database
the external backup ID is written to the

backup catalog Data snapshot

Storage
Tool
Data Area (Disk) Create storage Storage

w snapshot

External




SAP HANA Enterprise Readiness

- HA & DR Solutions



High Availability — Disaster Recovery i =3

Business Continuity

High Availability Disaster recovery
per Data Center between Data Centers
SAP HANA Host Auto-Failover SAP HANA Storage Replication

(Scale-Out with Standby)
SAP HANA System Replication SAP HANA System Replication



SAP HANA High Availability E

Scale-Out with Host Auto-Failover — |

Host Auto-Failover I
* The resulting cluster is managed by HANA Services. 3 o
* Regularly checks on the cluster members status I : &
* In case one active node goes down, initiates a fully I - 7
automated take-over to the standby hardware. v 4 =
: N

» Storage Connector API ensures the possibility of 4
remounting necessary file systems to standby hosts I -

Standby Server

Minimal setup for HA only

Storage
Connector
API

Standby Server
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SAP HANA Local Datacenter HA With System Replication
LOCAL Data Center for fast takeovers. Dev & Q/A can run on Secondary

Yoy

OS: DNS, hostnames, virt. IPs

) QA/DEV
Primary Secondary running

(active)

Internal Interna
Disks Disks

Data 00 Data 0Q

HA Solution Partner
HA Solution Partner

This presentation outlines our general product direction and should not be relied on in making a purchase decision. This presentation is not subject to your license agreement or any other agreement with SAP. SAP has no obligation to pursue any course of business outlined in this presentation or to develop or release any functionality mentioned in this presentation. This presentation and SAP's strategy and
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except if such damages were caused by SAP intentionally or grossly negligent.



SAP HANA Disaster Recovery: Storage Replication
Cluster across Data Centers
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SAP HANA Disaster Recovery With System Replication
Cluster across Data Centers with DB controlled transfer

Data Center 2
OS: DNS, hostnames, virt. IPs

Primary Secondary
i ive_data nre-lnaded)
Name B I\(Iaame

Server

Transfer

Name Name
Server

Index
server

HANA
database
kernel

HA Solution Partner
HA Solution Partner

Log Log

\Volume Volume
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SAP HANA Disaster Recovery: System Replication

Cluster across Data Centers with QA & Dev on 2" sjte

Data Center 1
OS: DNS, hostnames, virt. IPs

Primary

(active) Transfer

QA/DEV
running

HA Solution Partner

database
kernel




Worldwide Data Center Setups
Multi Tier System Replication — Cascading Systems

Campus Metro Geo
cluster cluster cluster

Sync Sync / Async

Production Local standby Remote standby systems

This presentation outlines our general product direction and should not be relied on in making a purchase decision. This presentation is not subject to your licens
possible future developments are subject to change and may be changed by SAP at any time for any reason without notice. This document is provided without a
except if such damages were caused by SAP intentionally or grossly negligent.

agreement or any other agreement with SAP. SAP has no obligation to pursue any course of business outlined in this presentation or to develop or release any functionality mentioned in this presentation. This presentation and SAP's strategy and
warranty of any kind, either express or implied, including but not limited to, the implied warranties of merchantability, fithess for a particular purpose, or non-infringement. SAP assumes no responsibility for errors or omissions in this document,




SAP HANA Enterprise Readiness

- Virtualization with VMware



SAP HANA System Deployment Option
Virtualization with VMware

Business Suite on HANA Virtualization
- Separate SAP HANA databases per SAP system

Virtual Application SID? Virtual Application SID? ] ]
‘ - Separate virtual machine and OS
Suite Component Suite Component . .
(e.0. Egp) eg. SCpMZ)  Multiple VMs on Non-Production

+ Currently supported:
— VMware vSphere 5.1/5.5/6.0

Virtual HANA Instance Virtual HANA Instance

= WA

+ Current restrictions:
— Single-node SAP HANA databasesupto 1 TB

— Multiple VMs on one HANA Appliance for
Production. (Controlled Availability)




SAP HANA on VMware — Performance Tests

CERTIFICATION

The SAP BW Enhanced Mixed Load (BW-EML) Standard Application Benchmark performed on May
14, 2014 by HP in Houston, TX, USA, with a total of 2,000,000,000 records, was certified by SAP on
behalf of the SAP Benchmark Council on June 2, 2014, with the following data:

Throughput/hour (ad-hoc navigation
Mumber of initial records:

CPU utilization of DB server:

CPU utilization of Application Servers:

111,850
2,000,000,000

erverl: 26%, App Server2: 26%)

Operating system Database Server: Suse Linux Enterprise Server 11 on VMWARE ESX 5.5
Operating system Application Servers: Suse Linux Enterprise Server 11

RDBMS: SAP HANA 1.0

Technology platform release: SAP NetWeaver 7.30

Configuration:

No. of Usage Hardware Segmentation / CPU utilization in virtual
servers machines
1 DB HP DLS80 Gen8, 4 processors [/ 60 1 virtual machine using 64 virtual CPUs

cores / 120 threads, Intel Xeon
Processor E7-4880 w2, 2.50 GHz, 64 KB VM1 (DB): 94%
L1 cache and 256 KB L2 cache per core,
30 MB L3 cache per processor, 1024 GB
main memory

1 Application HP BLGB0 G7, 4 processor / 40 cores Mot applicable because not virtualized
Server 80 threads, Intel Xeon Processor E7-
( Dialogy/ 4870, 2.40 GHz, &4 KB L1 cache and
Update/ 256 KB L2 cache per core, 30 MB L3
Message/ cache per processor, 1024 GB main
Enqueue) memory
1 Application HP BL5E0 G7, 4 processor f 40 cores [ Mot applicable because not virtualized
Server 80 threads, Intel Xeon Processor E7-
[ Dialogy 4870, 2.40 GHz, &4 KB L1 cache and
Update) 256 KB L2 cache per core, 30 MB L3

cache per processor, 512 GB main
MEemory

CERTIFICATION

The SAP BW Enhanced Mixed Load (BW-EML) Standard Application Benchmark performed on
March 8, 2014, by HP in Houston, TX, USA, with a total of 2,000,000,000 records, was certified
by SAP on behalf of the SAP Benchmark Council on March 26, 2014, with the following data:

126,980
2,000,000,000
93%

Throughput/hour (ad-hoc navigation steps):
NMumber of initial records:

CPU utilization of database server:

CPU utilization of application servers:

0%, App 2: 31%)

Operating system, all servers: SuSE LII"IU.K Enterprise Server 11

RDBMS: SAP HANA 1.0

Technology platform release: SAP NetWeaver 7.30

Configuration:

1 Database server: HP DL580 Gen8, 4 processors [/ 60 cores [ 120 threads, Intel

Xeon Processor E7-4880 v2, 2.50 GHz, 64 KB L1 cache and
256 KB L2 cache per core, 30 MB L3 cache per processor,
1024 GB main memory

2 Application Servers: HP BLE80 G7, 4 processor / 40 cores / 80 threads, Intel Xeon

{Dialog! Update/ Message/ Enqueue) Processor E7-4870, 2.40 GHz, 64 KB L1 cache and 256 KB L2
cache per core, 30 MB L3 cache per processor, 1024 GB main
memory




SAP HANA Enterprise Readiness

-1 System Management & Monitoring



SAP HANA Administration and Monitoring

Introduction

L ié_;" =

HANA Studio is one administration
& monitoring tool for managing SAP
HANA

It enables customers to make sure
their HANA system runs as

expected and provides possibilities SAP
to analyze problems HANA
Studio

It also houses the SAP HANA
modeler and the user management
for the SAP HANA database

SAP Solution Manager can be used for
basic administration and holistic
monitoring of HANA systems within
existing SAP landscapes.

It is used by SAP support for early
problem analysis and as backbone
for CTS+ transport integration.

SAP HANA also integrates with
SAP Landscape and Virtualization
Manager (LVM) for basic operation
of larger/more complex SAP
landscapes (start/stop &
dependencies, etc.)



SAP HANA Studio
Native Administration & Monitoring Console
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_é OS5 CLNTOOS Start Time of Latest Started Service: 29.07.2011 06:46:50 =
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_|= Memorny Available (GB): 4713 Size of Disk Containing Drata Files (GB): 400, 25
4= vw ry g
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Solution Manager — System Monitoring

Database metrics in Solution Manager reflect all Alerts from HANA Studio / DBA Cockpit
View on complete Stack

SN OWEAAT| _osnooe wodorna e | Ao

Auto Refresh |Never vI Refresh | Last Refresh at 30.10.2012 13:44:16 CET E N E

EwventsiMetrics Rating Walue

= 1 [} HBw-aBAP

=

2 HBW-ABAP i+ L HBW~ABAP~DEWDFGLPO0161_H... CO nfl g U ratl O n AI ertS
[ o ol Gl = vow 1

e

Database Configuration

T Database Availability

= Availability Alerts (by
Hostagent)

| | (=l Dratabase Exceptions

=

HBW-~-ABAP~DE... HBW HDB Databaze Alerts

@@@ @@@@ = HDB Table Alerts

= HDB Backup Status

T T Data Backup Existz 4 |y

O s Status propagated from Host

Special HANA Alerts
L 1] - General Exceptions

Ok

| "l Last Data Backup « |y Error - Table Exce pt|0ns
ED 3 Age of Last Data Bac... 4 [ 17 days

dewdfglp00161 Last Log Backups «

@ @ @ Auvailability of Wolumes for... «

HDB Space Management

HANA Performance

[ aewaraipootst Alerts
- Memory Usage
- CPU Usage

)
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